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Caffe
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ResNet-101-deploy.prototxt

✦ Protobuf as the interface 
✦ Portable 
❖ caffe binary + protobuf model 

✦ Reading and writing protobuf are 
not straightforward

….  
(4K lines of codes)



Tensorflow
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✦ A rich set of operators (~2000) 
✦ The codes are not very easy to 

read, e.g. not python-like

Implement Adam 

> 300 lines of codes



Keras

✦ Simple and easy to use  
✦ Difficult to implement 

sophisticated algorithms
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Pytorch & Chainer

✦ Flexible 
✦ Complicate programs might 

be slow to run
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MXNet

✦ Symbolic on network definition 
✦ Imperative on tensor computation 
✦ Huh.., not good enough
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Implement Resnet

Implement Adam
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Gluon at a glance
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net.hybridize()  
converts from 

imperative to symbolic 
execution



In summary
✦ Symbolic 
❖ efficient & portable 
❖ but hard to use
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✦ tesla

✦ Imperative 
❖ flexible  
❖ may be slow

✦ Gluon 
❖ imperative  for developing 
❖ symbolic for deploying


